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Introduction TR

@ Surprendre.

© Context

= Artificial intelligence (AI)-powered tools, such as chatGPT, have a
significant impact on the conduct of a research project.

© Challenges

« "..these tools can be used for educational purposes. These can help to
understand an article by summarizing or translating it, or serve as a starting point
and reflection.

« "Beyond the issue of plagiarism, Al tools raise all kinds of issues (bias, no
guarantee), which the academic community must be made aware of.”

« Suggestion

« “The arrival of generative Al (text generators) raises the need for reflection and
guidelines for their ethical use in academia.”

« “Jo date, very few universities have issued guidelines, and these are often vague
and difficult to apply.”

[Intelligence artificielle dans les universités : des besoins pressants, C. Couturier, Affaires universitaires, Septembre 2023]



Motivation

© Intelligence Collaborative

= Humans Assisting Machines: Humans need to perform three crucial
roles. They must train machines to perform certain tasks; explain the
outcomes of those tasks, especially when the results are counterintuitive or
controversial; and sustain the responsible use of machines.

= Machines Assisting Humans: Smart machines are helping humans
expand their abilities in three ways. They can amplify our cognitive
strengths; interact with customers and employees to free us for higher-level
tasks; and embody human skills to extend our physical capabilities.

[Collaborative Intelligence: Humans and Al Are Joining Forces, H. James Wilson, Paul Daugherty, S
Harvard Business Review, July—August 2018



Motivation

LI T

w gﬁ;p..r:endre.
© Human-centered Al

= Assisted intelligence: A number of actions or decisions require human judgment.

= Amplified intelligence: Data analytics and advanced Al can learn from human
judgments and incorporate them into their recommendations.

Systémes cablés
A
Intelligence assistée Intelligence automatisée
Avec Sans

intervention intervention

humaine humaine

. - - >
it ¥ @ %

Intelligence amplifiée Intelligence autonome

v

Systémes adaptatifs

6
[Adopter une approche de I'lA responsable et centrée sur '’humain, M.Craig-Bourdin, 2020, CPA Canada]



Motivation —

@ Surprendre.

© Application domain
= Literature review (systematic)

“Generative Al can also conduct literature searches to find out
who has written on a given topic and contribute to literature

reviews.
...... If | use Boolean operators in a search engine, | will get 1,000

articles that mention my topic ...........
Generative Al, on the other hand, draws directly from the right

databases and offers a more selective list.”

[ChatGPT pourrait-il cosigner votre prochain article? D Peters, Aot 23, Affaires universitaires]




Research purpose I T

@ Surprendre.

© Motivation

= Al-powered tools (Al-powered tools) should be used as a way to
augment (increase) the literature review process rather than
replace it entirely.

© Objective

= A framework based on human-centered AI (HCAI) for conducting a
systematic literature review (SLR) --> HCAI-SLR framework.

= To amplify and increase rather than replace human capabilities
and to ensure that Al-powered tools operate transparently and
ethically.
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Research design LR

R siprence.
© HCAI approach

Identifying Human-centered Al components Collect Requirements Model Requirements
Model
User
needs Needs ) 4
Data R : t
Needs —_—, | REqUIrements ,.| Conceptual
Feedback Explainability Catalog Model
& Control &Trust
J -
Errors &
Failures

K. Ahmad, M. Abdelrazek, C. Arora et al. (2023), Applied Soft Computing 143
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NGINEERING
CIENCE ANAGEMENT

LI T

Savoir,
Surprendre.

Research design

© HCAI approach
= Based on service science

RQA1 - Management Horizontal flow: Intelligent augmentation process

——

— RQ.2 - Science

l Al powered
Artefacts tools
rtical flow:
Literaturg process \ /
HCAI architecture

~ RQ.3 - Engineering
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Methodology: Design Science

Frocess lteration

Metrics,
How to Analysis, Disciplinary
Inference Theory Knowledge Knowledge Knowledge
Identify Define Ob- Design & Dema ~
) C 2mon- . LommuneE
Problem & jectives of a Develop- stration Evaluation cation
Motivate Solution ment B .
Define What would Artifact Find suitable | | Observe how Scholarly
problem a better contect effective, publications
artifact effecient
Show accomplish? Use artifact Frofessional
Impartance to solve lterate back publications
problem to design

\
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I—Nnminal process sequence—g

Froblem-
Centered
Initiation

Centered
Solution

Objective-

Development

Design &

Centered
Initiation

Client/

Content initiated

Possible Research Entry Points

Figure 2. Design science research method |21].

[21] Peffers, K., Tuunanen, T., Rothenberger, M. A. and Chatter-
jee, 5. 2007. A Design Science Research Methodology for In-

formation Systems Research. Journal of Management Infor-
matinn Sveteamae 24 T ASTT

ST

Sufprendre.
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Artefacts of HCAI-SLR w ——

© The HCAI-SLR framework is presented on the basis of design science
research, including the following artifacts:

= Concepts (constructs): form the vocabulary of a domain, constitute a
conceptualization used to describe knowledge within the domain.

= A model: a set of proposals or statements expressing the relationships
between constructs.

= A method: a set of steps used to perform the research, which is based on
a set of concerned constructs (language) and a representation (model) of
the solution space.

= An instantiation: operationalize the constructs, the model and the
method, is the concretization of an artefact in its environment.

13
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Literature analysis T

@ Surprendre.

Table 1. Approaches to Literature Reviews

Concept-centric Author-centric

Concept X ... [author A, author B, ...] Author A ... concept X concept Y, ...
Concept Y ... [author A, author C, ...] Author B ... concept X, concept W, ...

Articles Concepts
A B C D
1 x x P
2 x b 4
x P

Analyzing the Past to Prepare for the Future: Writing a Literature Review J. Webster, R. Watson Published in MIS
Q. 1 June 2002

15


https://www.semanticscholar.org/author/J.-Webster/143764198
https://www.semanticscholar.org/author/R.-Watson/1733338

Method

it Records identified through
database searching

# Records identified through
other sources

L] ¥

# Records after duplicates
remaved

v

#f Records screened for
relevance

# Records excluded

¥

# Full-text articles assessed
for eligibility

P

# Full-text articles excluded
with reasons for exclusion

¥

g Studies included in
qualitative synthesls

v

i Studies included in
guantitative synthesis [meta-
analysis), f any

|dentification (S1)

Protocol and

Training (S2)

Research in the
literature (S3)

Practical screening
(S4)

. Quality Assessment

(S5)
Data Extraction (S6)

Summary of studies
(S7)

. Writing (S8)

16
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Method

Identify the purpose, goals, title, keywords,
research questions of the review

Identify the protocol of review process. More
specifically, if there is more than one reviewer

Find the related papers in different databases

Identify what studies were considered for
review based on the following criteria: content,
publication language, journals, authors,
setting, participants or subjects, program or
intervention, research design and sampling
methodology, date of publication or of data
collection, source of financial support

Identify the exclusion criteria for judging
which articles are of insufficient quality to be
included

Purpose, Research
question, Keyword

Protocol

Electronic sources,
Keyword, Title, Paper,
Journal/Conference

Abstract, Title, Inclusion
criteria, Exclusion criteria,
Screening, Screened paper

Exclusion criteria,
Screening, Paper full-text,
Selected paper

17



Méthode

Step

Objective

Extract the applicable information related to
selected research papers

Combine the facts extracted from the studies
carried out by selected research papers

Present the results of the review in a
systematic way.

This step is based on the DIKW hierarchy
(data-information-knowledge-wisdom). Data is
for gathering of parts. Information is for
connecting parts. Knowledge is for forming a
whole, and wisdom is for joining the wholes

B B o
NEF

Constructs

Paper, Paper full-text,
Selected paper, Data
extraction, Al-powered
tools, Human-AlI interaction

Literature synthesis, Al-
powered tools, Human-Al
interaction

Al-powered tools,
Human-Al interaction,
Literature synthesis



HCAI-SLR Framework

B B o

@ Surprendre.

Categories of Al Tools

Type 2 Al Tools

Type 1 Al Tools Al-Powered Smart Interface
Large Language Models (S

(LLMs) i

Prompt Tools Operat|ona| Tools Searchlng Tools Critical Appraisal Tools Synthesis Tools
v /\
S3 S4 S5 S6 S7
Identlf/cat/on Data Extract/on SyntheS/s Wr/tmg Protoco/ Searching Practical Screen Quality Appraisal  Data Extraction  Synthesis

Type 1 Al Tools - Large Language Models (LLMs): Language Model-based Chatbots, also
known as Large language models (LLMs) like ChatGPT, Anthropic, Bing Chat, and Google Bard,
are Al tools that utilize advanced language models to understand and respond to user prompts

Type 2 Al Tools - Smart Interface (Sl): Al-powered Sl-based tools of-fer a more interactive and
user-friendly approach to utilize Al in literature reviews. These tools provide a graphical user
interface that allows users to navigate and utilize the tool’s features easily in an interactive way.

19



Example of AI-powered tools

Main Steps in A Systematic Literature Review

Clust Al Tool
o . - S T M S5 s6 S7 S8
e 1 - o R R
Bing Chat * : *
ClandeAl * : 3 -
Google Bard * . *
Mirrorthink - - 3 3 -
Type 1 Theb Al
(LLMs) POE . x
Perplexity - - *
ChatSonic * :
HuggingChat . *
PI Al * :
Dante-ai * *
2dSearch -
Semantic Scholar -
Article Galaxy .
CADIMA - - 3 : -
Carrot2 * =
Citationchaser v
e . = P
Distiller SR - 3 : *
Nvivo * 3
Type 2 Atlas ti * :
(Smart Covidence ’ 3
Interface) EPPI-Eeviewer i *
RobotReviewer : g
Tris.ai - - 3 3
Research Rabbit -
- b 3 = *

Scispace

B B o

y Surprendre.
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Type 1 — Prompt engineering

[ QUEstioﬁ } ————————— - O o I s s

[ Encoder J. - -{V&ctor database } --- { / l-tﬁf_‘lﬁ-.‘;(t ;
o)

1
( Encoder J

i
( Documients ]

[White et al., 2023]

[ Instruction

= -

e e - -

LI T

Savoir,
Surprendre.

.
{ Answer

J

=)

CLASSIFYING PROMPT PATTERNS

Pattern Category

Prompt Pattern

Input Semantics

Meta Language Creation

Output Output Automater
Customization Persona
Visualization Generator
Recipe
Template
Error Identification | Fact Check List
Reflection
Prompt Question Refinement
Improvement Alternative Approaches
Caognitive Verifier
Refusal Breaker
Interaction Flipped Interaction
Game Play

Infinite Generation

Context Control

Context Manager

21


https://arxiv.org/abs/2302.11382

Type 1 — Prompt engineering

Pattern Category Description Prompt Pattern Description
- Defines custom languages or mnput Meta Language | Establishes custom languages or notations
Input Semantics formats to communicate more : :
. Creation that the LLM can interpret
effectively
Output Generates scripts to automate any steps
Automater suggested in the LLM's output
Persona l_:rives the LLM a persona or role to
influence the types of outputs generated
Output Focuses on constraining or tailoring the Visualization Generates text tl_lat can b_e fed into other
Customization types, ffarmats; structure, or other Generator tools_t;o create visualizations
properties of the LLM output Provides a sequence of steps to
Recipe accomplish a goal using partially known
information or constraints
Requires the LLM to follow a precise
Template tert?plate for formatting its Olltpplll.f
_ o _ Fact Check List Rﬂquires the LLM to list ke'_;-' facts from
Error Identification Focuses on identifying and resolving its output that should b:? vgnﬁed _
errors in the LLM's output . Asks the LLM to explain its reasoning
Reflection . T .
and identify potential errors
Question Requires the LLM to suggest better
Refinement versions of the user's questions
Alternative Makes the LLM list alternative ways to
Prompt Aims to improve the quality of prompts Approaches accomplish the user's task
Improvement and outputs Cognitive Forces the LLM to subdivide questions to
Verifier provide more accurate answers
Refusal Breaker Reworqs questions when the LLM refuses
to answer
Flipped Makes the LLM ask questions instead of
Interaction the user
Interaction Focuses on customizing the interaction Game Play Generates games centered around specific
between the user and LLM topics
Infinite Generates output indefinitely without
Generation reentering the prompt
Controls contextual information used by Context Allows users to specify or remove context
Context Control the LLM Manager from the conversation

[White et al., 2023]

T

Sufpréndre.
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Literature Review Process and AI-powered tools -+

w Sﬁ;ﬁlréndre.

_ LITERATURE REVIEW
Human augmentation PROCESS

by Al tools

Human augmentation by
generative Al tools

( \dentification ) Suggest, refine, and select the

(S1) research title, keywords,
research outline and initial
{ research questions

Protocol and training
(S2)

<

Searching for the
literature (S3)

<L

Practical screen
(S4)

<

Quality appraisal
(S5)

<

Data Extraction
(S6)

<

Support the collaboration of
reviewers

)
N

search for papers related to specific
keywords or research questions

Prioritize relevant titles/abstracts
with keyword highlight, provide
relevance scores, and identify

duplicates

Semi-automated assessment
based on the quality assessment
questions or keywords

Automatically extract key
information and results from papers
according to the research questions

NN EER

Summarize and synthesize key
Synthesis of studies findings of papers, suggest the
(S7) conclusions, research gaps based
{ on the structured findings

N N N2 N A

D

Writing the Review

Draft initial sections, format
(S8)

references, paraphrase the text of
the report

D
N
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Horizontal flow: Intelligence
augmentation process

Interaction Human-IA

Generative / Specific Al

Confirmation of Results

Method 1

Method 2

Interaction Flow

Phase 1: Human
Initiation. The process

Identifying Human-centered Al components

begins with human

Model
Needs

User

needs
Data

Needs
Feedback
& Control

Explainability
&Trust

Errors &
Failures

T

experts who set the
direction of the review

Phase 2: Al
Augmentation. Once the
human researcher has
initiated the re-view, Al tools
can augment the process

with two kinds of AI groups
|

Phase 4: Human
Activities. After the Al
has screened and
procured the data, human
intervention - the most
important part - is
reintroduced to ensure
the validity and relevance
of the findings

Human Initiation

Type 1 Al Tools (LLMs)

Type 2 Al Tools (SI)

Triangulation

Human Activities

Phase 3: AI

Triangulation. To
ensure the robustness

and accuracy of the
data procured, a
process akin to
triangulation is

implemented

Consensus Review

YES
——>»  Main Flow Fragged?
“%» Refining Flow
NO
Y
—
> FINAL -
7| DECISION
-
Involved Steps of SLR
All steps S1 - Identification S2 - Protocol and S6 - Data Extraction All steps
Training
S7 - Synthesis of S7 - Synthesis of
Studies S3 - Searching for the | Studies
Literature
S8 - Writing

S4 - Practical Screen
S5 - Quality Appraisal

S6 - Data Extraction




Intelligence

augmentation process

Table 1: Intelligence augmentation process.

LI T

v

Savoir,

Surprendre.

Phase Human Al Al Al Human decision
initiation augmentation augmentation Triangulation
Step (Generative  (Traditional Al
Al tools) tools)
Identification (51) X X X X
Protocol and training (S2) X X X
Searching for the literature (S3) X X X
Practical screen (S4) X X X
Quality appraisal (S5) X X X X
Data extraction (S6) X X X X X
Synthesis of studies (57) X X X X
Writing the review (58) X X X
GitHub repository: https://github.com/tranducle/HCAI-SLR
F?:i;svl;l:k User Model Data | Feedback | Explainability | Error &
Phase Needs | Needs | Needs | & Control & Trust Failure
Human I v v
Initiation
Al vy v v
Augmentation
Al Triangulation v v v
Human v I v v
Activities

25


https://github.com/tranducle/HCAI-SLR

HCAI-SLR framework

Suggest, refine, and select the
research title, keywords, research
outline and initial research questions
from input data

- Summarizing and synthesizing key
findings of papers through prompted
queries

- Identify and cluster recurring
themes, patterns, or insights

- Suggest the conclusions, research

gaps based on the structured
findings
- Draft initial sections, format

references, and ensure consistency
throughout the review

- Paraphrase the text of the report
with an academic and concise tone

Generative Al

- Define the review's scope, objectives,
and critical keywords based on expertise
and research needs

- Prepare or refine the appropriate
prompts

- Determine the search strategy

- Shortlist the keywords and research
questions

- Choose  appropriate  methods
(quantitative or qualitative) to synthesize
data from the selected studies

- Draw insightful conclusions from
aggregated findings

- Write the draft of report
- Craft the narrative, ensuring that
interpretations align with evidence



HCAI-SLR framework

Al tools have a limited role

- The capability to search for papers
related to specific keywords or
research questions

- Al search engine cannot cover all
databases

Prioritize relevant titles/abstracts with
keyword highlight and provide relevance
scores; duplicate detection

- Al tools have a limited role

- Semi-automated assessment based on
the quality assessment questions or
keywords

Automatically extract key information
such as study characteristics, outcomes,
contributions, and results from papers
according to the research questions

Specific Al

B B o

Choose a supported platform
and define the review protocol

Ensure comprehensive search
across databases and refine
search strategy for systematic
coverage

Validate and decide the list of
screened papers

Manually verify with full-text
screening

- Verify Al-extracted data for
accuracy
- Interpret results

27
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Example

https://eithub.com/tranducle/HCAI-SLR

( ChatGPT @ 4 Research Databases D) (Collaboration Platform @
ClaudeAl Scopus’ Ng covidence ¢ SCISPACE
"] Use prompts to define 3 goals, 5 [~~~ ~ > === »| - Import.CSV, RIS, . BIB files
research questions, and 3 groups Found 144 records - Invite collaborators
of keywords related to Al/ML, - Inclusion, exclusion criteria
SMEs, and Cybersecurity - Screening with keywords
N\ . J J . ! J
1 1
1 1
1 1
1 ]
1 1
1 1
1 1
Y Y
( Research Questions Data Extracti @ ( @
ata Extraction List of Selected Papers
- Use prompt to expand RQ to Collect inf i lated t
smaller sub-research questions - Lollect intormation related to _
-RQ1: 4 sub-RQ (RQ1.1-RQ1.4) [F === »| each sub-research question [ ===+ - l%i::;?gt:gdpsggi\smard searches
- RQ2: 2 sub-RQ (RQ2.1 - RQ2.2) from the papers
- RQ3: 4 sub-RQ (RQ3.1 - RQ3.4) =) Citationch
-RQ4: 7 sub-RQ (RQ4.1 - RQ4.7) & SCISPACE 2. ] Citationchaser
\__- RQ5: 5 sub-RQ (RQ5.1 - RQ5.5) / \_ ) \_ J
I
1
1
1
1
1
1
1
(" TextFile with @ e 4 Synthesis @
Extracted Data )
Use prompt in ChatGPT to
______ » XLSX files e — — = = = = = = = = = = = = = ) connect the unstructed data into
a systematic summary for each
sub-RQ.
ChatGPT
S Y, N Y,

LI T

v

Savoir,
Surprendre.

Subject of
demonstration:
Artificial
Intelligence and
Machine Learning
(AI/ML) in
Cybersecurity in
SMEs: A
Systematic
Literature Review
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Exa m p I . https://github.com/tranducle/HCAI-SLR

LI T

Step 1, the identification phase w savoir.

Surprendre.

Prompt: You act as a researcher with expertise in cybersecurity and knowledge, working experiences with small and medium-
sized enterprises (SMEs) environment. I am going to provide a research title for conducting a systematic literature review. Your

task is to refine the title if needed, then suggest the research goals, research questions, and related keywords. Ensure that your
suggested keywords can cover all the aspects of the research topic.

My research title is: "Al or ML in cvbersecurity in SMEs: A Svstematic Literature Review"

Your research title is a good start, but it could benefit from a slight refinement for clarity and

focus Here are my suggestions for refining the research title, goals, questions, and keywords:

Refined Research Title: Research Tithe:

"Applications of Artificial Intelligence (Al) and Machine Learning (ML) in Cybersecurity for Small The application of artificial intelligence and machine learning for cybersecurity in small

Medium-sized Enterprizes (SMEs) A Systematic Literature Review” and medium-sized enterprises: A systematic literature review”

Research Goals: Research Goals
To understand the current landscape of AL/ML technologies being applied for

1 To understand the sxtent and nature of Al and ML applications in cybersecurity specifically for " P I g app

cybersecurity in SMEs

SMEs

To identify the advantages, challenges, and potential risks of using Al and ML tools in « To identify the benefits and challenges of using Al/ML for cybersecurity in SMEs

cybersecurity within the SME environment « To determine the most common and effective uses of AML for cybersecurity in

SMEs

To provide a comprehensive synthesis of existing literature on the topsc, identifying gaps and
suggesting areas for future research

4 To ofer recommendations and best practices for SMEs looking to integrate Al and ML in their * To highlight gaps in the research and opportunities for further study
cybersecurity strategies

The researcher chooses the title: "Applications of Artificial Intelligence (Al) and Machine Learning (ML) for Cybersecurity
in Small Medium-sized Enterprises (SMEs): A Systematic Literature Review”

The researcher defines the goals:
- To understand the current landscape of AI/ML technologies being applied for cybersecurity in SMEs;

- To identify the advantages, challenges, and potential risks of using Al and ML tools in cybersecurity within the SME
environment;

- To provide a comprehensive synthesis of existing literature on the topic, identifving gaps and suggesting areas for future
research.

Al tools: ChatGPT, Claude Al

30
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Exa m p I = https.://eithub.com/tranducle/HCAI-SLR

Step 1, the identification phase Iﬂﬁ

Prompt:
Find the synonyms for these keywords, then classify all the old and new keywords into three
categories: Category 1: related to cybersecurity Category 2: related to Al and ML Category 3
related to SMEs "Keywords: Artificial Intelligence, Machine Learning, Cybersecurity, Cyber
security, Small Medium-sized Enterprises, SMEs, Threat detection, Cyber threats, Risk
assessment, Anomaly detection, Intrusion detection system (IDS), Intrusion prevention system
(IPS), Automated threat response, network security, information security, deep learning”

Present in tabular format

‘{"ﬁ Sure, ere's a tabular format Here is the categonzation of old and new keywords related to cybersecurity, ALML and
SMEs presented in a table:

Category Keywords & Synomyms Categary Keywords

1. Redated b Cybersacurity, Cyber security, Threat detection, Cyber threats, Rk assessment,

Cybersecurity Anpmaly detectson, Intrusson detechon system (D5), Intruson prevention systen Cybersacurity, Cyber security, Threat detection, Cyber threats, Risk
(IPS), Automated thraat resgoonsa Mereork securty, information securty Irformaton i ) assessment, Anomaly detection, Intrusion delection system (ID5S)
mssurance, Digital security, Computer security, Threal discowery, Thresl identification, E.:I.::;;F:o- Intrusion prevention system (IP5), Automated threat response
Threat spotting, Dhgital threats, Online threats, Electronic threats, Rak evalmaton, ' Network security, Information security, Data breach prevention,
Risk analysis, Threat sssessrment, Quther detecton, Devation detechon, 105 system, o Yulnerability assessment, Secunty analytics, Threat intelligence.
Unauthorized access detection, IPS system, Unauthorized access prevention, Incadent response, Malware detection, Phishing detection
Automatic threal resction, Automisted threst mitigaton, Met secunity, Network
protection, InfaSec, Data security Category 2 Artificial Intelligence, Machine Leaming, Deep learming, Neural

2R oMl | Actiiciel intelioence. Maching Lasming, Dung lsaring, Al Computations! Related to Al networks, Matural language processing (MLF), Computer vision,

and ML irSalosnc. Inkaliaant vslama NI Dl miniio. Pradictive analtios. Mearal and ML Predictive modeling, Pattern recognition, Diata mining

IRENEN, LSAP CH Category 3: Small medium-sized enterprises, SMEs, Small business, Medium
A Related 1o Srrall Mednrm-sied Enterprsss, SMEs, SME, Medem-s:2ad businesses, Small and Related to SMEs  business, Startups, Entrepreneurship, SMBs
SMEs ot s e B

The researcher defines the keywords:

e Group I: Cybersecurity, Cvber Security, Threat Detection, Cvber Threats, Risk Assessment, Anomaly Detection, Intrusion
Detection System, Intrusion Prevention System, Automated Threat Response, Network Security, Information Security,
Computer Security, Threat Discovery, Threat Identification, Risk Evaluation, Risk Analysis, Threat Assessment, Outlier
Detection, Unauthorized Access, Threat Mitigation, Data Security, Malware Detection, Phishing Detection

e Group 2: Artificial Intelligence, Machine Learning, Deep Learning, Al, Computational Intelligence, Intelligent Systems, ML,
Data Mining, Predictive Analytics, Neural Networks, Deep Neural Networks, Pattern recognition

e Group 3: Small Medium-sized Enterprises, SMEs, SME, Medium-sized businesses, Small and medium businesses, SMB, SMBs
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Example

https.://eithub.com/tranducle/HCAI-SLR

Step 2, the searching phase

LT

Université du Québec
™ 2 Trois-Rividres

[] save search

L\ Set search alert

‘Welcome to a more intuitive and efficient search experience. See what is new

LI T

SaVOIT,
Surprendre.

Q, Search  Sources  SciVal 7

Advanced query (@)

TITLE-ABS-KEY ( ( "Cybersecurity" OR "Cyber Security” OR "Threat Detection” OR "Cyber Threats" OR "Risk Assessment" OR
“Anomaly Detection” OR "Intrusion Detection System" OR “Intrusion Prevention System" OR "Automated Threat Response” OR

“Network Security” OR "Information Security” OR "Computer Security" OR "Threat Discovery” OR "Threat Identification” OR "Risk

-

Show less

# Editin advanced search

Documents  Preprints  Patents  Secondary documents
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International Journal of Advanced Computer Science and Applications 2022;():
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Anomaly detection finds application in several industries and domains. The [anomaly detection
market is growing driven by the increasing development and dynamic adoption of emerging
technologies. Depending on the type of supervision, there are three main types of |anomaly detection
technigues: unsupervised, semi-supervised, and supervised. Given the wide variety of available
anomaly detection algorithms, how can one choose which approach is most appropriate for a
particular application? The purpose of this evaluation is to compare the performance of five
unsupervised anomaly detection algorithms applied to a specific dataset from a small and medium-
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Cybersecurity Resilience in SMEs. A Machine Learning Approach
Juan Carlos Fernandez de Arroyabe?, Marta F. Arroyabe?, Ignacio Fernandez®, and Carlos F. A. Arranz®
“University of Essex, Colchester, UK; "1 hb h University, L hb igh, UK; “University of Greenwich, London, UK

ABSTRACT KEYWORDS

This study investigates cybersecurity resilience in small and medium-sized enterprises (SMEs),  Cybersecurity; resilience;
focusing on three key aspects: the capacity to handle potential cyber incidents, the ability to ~ SMEs; opbersecurity
recover from such incidents, and the capability to adapt in the face of possible cyber threats,  inddents; cybersecurity
Grounded in the Resource-Based View (RBV) framework, we conduct an empirical impacts; ¢

utilizing a survey of 239 UK SMEs. The study makes a theoretical and methodological mﬂlnburlon
with significant implications for managers. First, the study highlights the lack of SME;'engagemem
with the management of cybersecurity and finds cybersecurity incidents to be the most |lnponan1
factor in driving resilience, as compared to cybersecurity capabilities. Moreover, the study also
extends the RBV theory, emphasizing the importance of the interaction between cybersecurity
capabilities affecting SMEs” rity resilience. Second, the study showcases the potential of
statistical methods, particularly machine learing lechniqueslu identify the relationships between

ra

(9 Copilot [ Notes

the factors affecting SMEs’ cybersecurity.

Introduction

Cybersecurity is emerging as a critical capability for
organizational survival and growth.'™ Caldwell® and
Choo® point out that companies are exposed Lo cyber-
security incidents, considering both the potential risks
of the internet, electronic commerce, the digitalization
of companies, and the use of Internet of Things (loT).
The connected nature of enterprises means that firms"
information systems (IS) connect to the network, and
can be a potential source of attacks, which can affect the
operability and resilience of enterprises.” ” For example,
the implementation of digital technologies such as big
data implies the storage of information, which can
potentially be stolen.'” The incorporation of industrial
robots connected to the Industrial Internet of Things
(IToT), or the use of smart devices, can be subject to

tential attacks, for example, tampering attacks, which

The study explores cybersecurity resilience in small
and medium-sized enterprises (SMEs),
eral gaps. Given the crucial role of SMEs in the econ-
omy, both in terms of employment and production, it
becomes essential to ensure their operational continuity
is not compromised by cybersecurity incidents.
Compared to large firms, SMEs face substantial chal-
lenges in terms of the capability (e.g. knowledge and
skills) and capacity (e.g. financial and time resources) to
plan and implemenl tyhusecuril}' and their digital
transformation.'>" Since previous studies have mostly
focused on large organizations,"*"7 it is crucial to
explore how SMEs behave in terms of resilience, which
refers to their capacity to withstand, recover from, and
adapt to potential cyber incidents."

The first gap concerns the lack of understanding
regardmg how cybersecurity is currently being managed

in SMEs." The existing literature indicates that many

P RN - I O R
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Basic (%) Premium

Does the study specifically address the application of Al
and/or ML for cybersecurity?

10:50 AM

Yes, the study specifically addresses the application of machine
learning (ML) for cybersecurity. The study highlights the potential of
statistical methods, particularly machine learning techniques, to identify
the relationships between factors affecting cybersecurity resilience in
small and medium-sized enterprises (SMEs).[1] The use of ML algorithms
is considered appropriate in the field of cybersecurity, where there may
be a lack of information on the part of firm managers, unbalanced
databases, and correlation problems between variables. The study
emphasizes the use of ML techniques to obtain robust models of the

relationships between variables in the context of cybersecurity in SMEs.

[2]
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Prompt:

Az an Al researcher with expertise in cybersecurity, especially in SME envivonments, I need your assistance in dissecting the
research questions for my paper ‘Applications of Artificial Intelligence (Al) and Machine Learning (ML) for Cybersecurity in
Small Medium-sized Enterprises (SMEs): A Systematic Literature Review' info smaller, more focused questions. These sub-
questions will guide the extraction of relevant information from [iterature using AI-based tools. Please ensure that these smaller
guestions are directly linked fo the main reseqrch gquestions, are precise for effective information gathering, and are
systematically organized 1o ease the later synthesis process. The guestions should be methodical and clear, reflecting a logical
categorization and flow.

Here qre the research questions that need fo be broken down:

RQOI: What are the specific AI and ML algorithms and techniques that have been applied in the context of cybersecurity for
SMEs?

RQ2Z: What are the main benefits and advaniages of using Al and ML for cybersecurity in SMEs?

RO3: What challenges and barviers do SMEs face when integrating Al and ML into their cybersecurity strategies?

RO4: What gaps exist in the current [iterqiure on AI'ML cybersecurity solutions tailoved and evaluated for SMEs?

RQ5: How might the applications of Al and ML in SME cyvbersecurity evolve in the near fiturs?

ChatGPT ClandeAl

RQ1:

RO1: Al and ML Algorithms and Technigues in SME Cybersecurity
* What are the most commaonly used AWML algorithms for

cybersecurity in SMEs? (classification, anomaly detection, etc.)
* What specific Al/ML cybersecurity products or services are
being adopted by SMEs?
* What data sources are being used to train Al/ML models for

11 What specific Al algorithms are most commonty used in SME cybarsecurity?

1.2, Which ML technigues have shown effectiveness in SME cybarsecurity sattings?

13 Are there any case studies or examples of unigue ALUML technigues usad specifically in SMEs
for cybersecurity?

L4, How do the APML technigques used in SMES differ from those used in larger ocrganizations?
cybersecurity in SMEs? (network traffic, system logs, etc)

Researcher:

RQI: AT and ML dlgorithms and Technigues in SME Cybersecurity

- R0Q1.1: What specific AT or ML algorithms/models are vsed for cybersecurity in SMEs in this paper?

- RQL1.2: In what specific cybersecurity areas (like intrusion detection, malware analysis, anomaly detection, malware
classification etc.) are Al and ML applied in this paper?

- BQ1.3: What data sources are being used to train ATML models for cybersecurity in SMEs in this paper? (network traffic,
system logs, efc.)

- RQ1.4: Does this paper mention the SME’s sector where AIML algorithms are applied for cybersecurity?

Al tools: ChatGPT, Claude Al

AV,

Sﬁr;ﬁrendre.
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RQ1: Al and ML Algorithms and Techniques in SME
Cybersecurity- RQ1.1: What specific Al or ML
algorithms/models are used for cybersecurity in

SMEs in this paper?- RQ1.2: In what specific

cybersecurity areas (like intrusion detectic ..Read more

3:09 PM

RQ1.1: Specific Al or ML Algorithms/Models Used
* The paper utilizes Artificial Neural Networks with a
Multilayer Perceptron (ANN-MLP) architecture for
cybersecurity analysis in SMEs[1].
RQ1.2: Cybersecurity Areas Where Al and ML Are Applied
= Al and ML are applied to analyze cybersecurity
management capabilities and the robustness of
cybersecurity measuras in SMEs[2].

RQ1.3: Data Sources for Training AI/ML Models

» The specific data sources used to train AI/ML models are
not detailed in the provided sources.

RQ1.4: SME Sectors for Al/ML Application in Cybersecurity

Explain Abstract of this paper in 2 line +13 more
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Rely on the content of the Excel file, help me to synthesize and write a complete synthesis and
summary on RQ1 and its sub-research questions:

RQI: AT and ML Algorithms and Techniques in SME Cybersecurity

- RQ1.1: What specific AI or ML algorithms/models are used for cybersecurity in SMEs in this
paper?

- RQ1.2: In what specific cvbersecurity areas (like intrusion detection, malware analysis,
anomaly detection, malware classification etc.) are AI and ML applied in this paper?

- RQ1.3: What data sources are being used to train AI/ML models for cybersecurity in SMES in
this paper? (network traffic, system logs, etc.)

In the report, you can use tabular format where it is appropriate. Please note that when you
write, vou use PaperID as a citation where needed and represent a full view instead of a partial
view of all the tables.

For each of those summarized tables, write the analysis, evaluation or explanation with a focus
on each aspect or sub-research guestion.
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Section: RQ1.1 Specific Al/ML Algorithms and Models Used in SME

Cybersecurity

Introduction

This section of the report addresses Research Question 1.1: "What specific Al or ML
algorithms/models are used for cybersecurity in SMEs?" The focus here is on identifying and
categorizing the various Al and machine learning algorithms and models as reported in the
selected papers. This understanding is crucial for comprehending the current state and future

directions of Al/ML implementation in SME cybersecurity.

Findings

The findings from the literature review are summarized in the table below. Each entry corresponds
to a specific paper and lists the Al or ML algorithm or model that the paper reports using in the
context of cybersecurity for SMEs.

PaperlD Al/ML Algorithms/Models Used

P1_Abbas Hybrid Ensemble Madel combining Decision Trees, SVM, and KNN
P3_Tsinganos CSE-PersistenceBERT, a NLP-based Model
PS_Pantelis K-means Clustering for Grouping HTML Pages

P6_Tupsamudre Dynamic Programming and Genetic Algerithms

PT_Morris Artificial Neural Networks (ANN) for Anomaly Detection
P9 _Li Support Vector Machine (SVM) for Intrusion Detection
P1_Hu Desp Learning Models for Malware Analysis

LI T

Savoir,
Surprendre.

The analysis of the selected papers reveals a wide range of Al and ML models employed in the

Analysis

cybersecurity domain for SMEs. MNotably, there is a significant emphasis on ensemble models (2.g.,
P1_Abbas), which combine multiple algorithms to enhance predictive accuracy and reliability.
Advanced MNLP models like CSE-PersistenceBERT (P3_Tsinganos) indicate an increasing focus on
processing and interpreting textual data, which is crucial in areas like threat intelligence and

anomaly detection.

Traditional machine learning techniques, such as K-means clustering (P5_Pantelis) and Support
Vector Machines (P9_Li), continue to be popular due to their effectiveness in specific contexts like
intrusion detection and data categorization. The use of evolutionary algorithms like Genetic
Algorithms in P6_Tupsamudre demonstrates the exploration of adaptive and robust methods in

cybersecurity.

Deep learning models, including Artificial MNeural MNetworks (P7_Morris), Convolutional MNeural
Metworks (P15_Kumar), and Recurrent Meural Networks (P18_Wang), are increasingly prevalent.
These models are particularly effective in complex tasks like anomaly detection, malware analysis,
and time-series data analysis, indicating a trend towards leveraging the capabilities of deep

learning for more sophisticated cybersecurity challenges.
Conclusion

The diversity of Al and ML algorithms and models used in SME cybersecurity, as highlighted in
this section, reflects the dynamic nature of both the cybersecurity challenges faced by SMEs and
the AI/ML field itself. The range from traditional ML techniques to advanced deep learning models
signifies an adaptive and comprehensive approach to tackling cybersecurity issues in SMEs. This
variety also suggests that there is no one-size-fits-all solution; instead, the choice of algorithm or
model depends heavily on the specific security challenge, data characteristics, and the

operational context of the SME.
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Full Table for RQ1.1: Specific Al/ML Algorithms and Models Used in SME

Cybersecurity
The following table represents the complete set of papers involved in the analysis for RQ11,

detailing the specific Al and ML algerithms and models used in the context of cybersecurity for

SMEs as reported in each paper:

PaperlD Al/ML Algorithms/Models Uzed

P1_Abbas Hybrid Ensemble Moclel combining Decision Trees, SVM, and KNN
P3_Tsinganos CSE-PersistencaBERT, a Natural Language Processing Model
PS_Pantelis K-means Clustering for Grouping HTML Pages

PE_Tupsamudre Cynamic Programming and Genetic Algorithms

P& Tsinganos Bi-directional Long Short-Term Memory (bi-LSTM) Networks
PS_Baci Naive Bayes, Sequantial Minimal Qptimization, Random Forest
P13_Franco SecBot: Meural Metworks and MLP for Cybersecurity Planning
Fid_lica Support Vector Machines, Decision Trees, Random Forests
PAG_Papanikolacou AutolML for Metwork Traffic Analysis

PAT_Kourtis Desp Learning, RandomForest, Densely Connected ChiMs
P1&_Ubaidillah Autoencoder-based Deep Meural Metworks

P20 Ketzaki Neural Metwork Models for Cybersecurity Applications
P27_Fernandez Artificial Neural Networks with a Multilayer Perceptron Configuration

This table compreheansively captures the diverse range of Al and ML techniques being explorad
and implemented in the field of SME cybersecurity, showcasing the breadth of innovation and

adaptation in this domain.[-)

o)

[95]

o

(2]

7
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ChatGPT
Analysis of Al/ML Algorithms and Models Used in SME Cybersecurity (RQ1.1)

The examination of the selected papers provides a comprehensive insight into the variety of Al

and ML algorithms and models being utilized in the field of cybersecurity for SMEs.

. Hybrid Meodels: Several papers, such as P1_Abbas, indicate a trend towards the use of hybrid

ensemble models, combining technigues like Decision Trees, SVM, and KNMN. This approach
suggests a focus on leveraging the strengths of multiple algorithms to enhance accuracy and

adaptability in threat detection and response.

. Natural Language Processing (NLP): The use of advanced NLP models, as exemplified by CSE-

PersistenceBERT in P3_Tsinganos, highlights the increasing reliance on sophisticated textual
data processing. This is particularly relevant in analyzing and interpreting unstructured data,

such as user communications, for threat detection.

. Clustering Algorithms: The implementation of K-means clustering, noted in P5_Pantelis, reflects

the continued relevance of traditional ML technigues, especially in organizing and categorizing

large datasets, such as grouping similar HTML pages for further analysis.

. Evolutionary Algorithms: The use of Dynamic Programming and Genetic Algorithms, as reported

in P&_Tupsamudre, demonstrates the exploration of adaptive algorithms in cybersecurity,

pointing towards a trend of developing more robust and flexible solutions.

. Deep Learning Techniques: Several papers, such as P17_Kourtis and P18_Ubaidillah, discuss the

use of deep learning models, including Deep Meural Networks and Densely Connectad CNNs.
These models are gaining prominence for their ability to handle complex pattern recognition

tasks, such as in malware analysis and ancmaly detection.

. Diverse ML Techniques: Papers like P9_Baci and P14 _llca explore a range of machine learning

methods including Naive Bayes, Random Forest, and Support Vecter Machines. These
technigues are well-established in the field and continue to be relevant for various cybersecurity

applications.

. Automated Machine Learning (AutoML): The introduction of AutoML, as in P16_Papanikolaou's
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Example

https.://eithub.com/tranducle/HCAI-SLR

1. Prompt1

This analysis uses 5 prompts used in the Demo of HCAI-SLR framework!.

Prompt: You act as a researcher with expertise in cybersecurity and knowledge, working
experiences with small and medium-sized enterprises (SMEs) environment. I am going to provide
a research title for conducting a systematic literature review. Your task is to refine the title if
needed, then suggest the research goals, research questions, and related keywords. Ensure that
your suggested keywords can cover all the aspects of the research topic.

My research title is: "AI or ML in cybersecurity in SMEs: A Systematic Literature Review"

accurate

Analysis:
g;g:;:y i:‘:tn::}l: Pattern Description Details of Usage
Instructs the LLM to act as a researcher with
. cybersecurity expertise, tailoring outputs to what
Persona Adopts a specific persona or role might be expected from someone with this specific
Output background
Customization . Implies a structured output format by requesting
Template S&?ﬁs ﬂt?;ﬁ If—i:::-;Ma to ;gggﬁ; '3 research goals, questions, and keywords in a
P fo rrI:la t or template pr particular order, resembling the use of a templats to
ap structure the LLM’s output
Question Enhances the quality and Asks the LLM to refine the research title if necessary,
Refinement | effectiveness of the user's prompts improving the initial input for subsequent tasks like
Prompt determining research goals and questions
Improvement Asgks the LLM to introspect and Indirectly, the prompt asks the LLM fo ensure the
Reflection | explain the reasonine behind its suggested keywords cover all aspects of the research
oult) uts g topic, which implies a need for the LLM to reflect on
P its choices and provide justifications.

Manages the context within which | Specifies the context of AT or ML in cybersecurity in
Context Control Context the LLM operates to ensure that | SMEs, guiding the LLM to generate outputs that are

Manager the output remains relevant and | relevant to this specific domain

T

Sufpréndre.
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HCAI-LRaa$S prototype

To demonstrate a practical
implementation that realizes
the proposed HCAI-LRaaS
approach, an initial prototype
platform is developed to
integrate both theoretical and
technical components

v
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https://bit.ly/HCAI-LRaaS
https://bit.ly/HCAI-LRaaS

HCAI-LRaa$S prototype

Ilniroduction 1. Initiation 2. Import References 3. Pratical Screening 4. Full-text Screening 5. Data Extraction 8. Synthesisl Logout

Al-powered tool for Literature Review
We I CO m e pa g e Welcome to our Al-powered chatbot designed to assist you in your literature review process.

I Next Steps to Follow:

1. Initiation
o Research topics
o Research objectives
o Research questions
o Research sub-questions
o Research keywords
o Quality assessment questions
2. Import References
3. Practical Screening:
o Set rules to filter valid articles
o Remove duplicate articles
4. Full-text Screening:
o Upload full-text PDF files
o Use the chatbot to respond to quality assessment questions
5. Data Extraction:
o Use the chatbot to respond to sub-research questions
o Export extracted data
6. Synthesis:
o Use the synthesized information to write paper sections

o Export the results

TR



HCAI-LRaa$S prototype

Import references

Introduction 1. Initiation IZ Import References I3. Pratical Screening 4. Full-text Screening 5. Data Extraction 6. Synthesis
Upload new reference

ID

1

]

Title

Enhancing the capacity of data collection tools to detect,
prepare and respond to emerging CBRNe threats through
engaging with end-users

Enterprise Financial Risk Early Warning Using BP Neural
Network under Internet of Things and Rough Set Theory

Enterprise Accounting Risk Early Warning Model Based on
Artificial Intelligence System Economics

User experience survey of innovative softwares in evaluation
of industrial-related ergonomic hazards: A focus on 3D motion
capture assessment

Credit decision algorithm for SMEs based on data mining

Leveraging SMEs technologies adoption in the Covid-18
pandemic: a case study on Twitter-based user-generated

Authors

Mugavero R.; Costanzo P.; Thorossian W.

Zhang H.; Luo Y.

Gui Y.

Advincula B.

Han Y.; He B.; Zhao J.

Saura J.R.; Palacios-Marqués D.; Ribeiro-
Soriano D.

Year

2021

2022

2023

2021

2020

2023

Source title

11th International Defense and Homeland Security Simulation
Workshop, DHSS 2021

Journal of Interconnection Networks

2023 IEEE International Conference on Integrated Circuits and
Communication Systems, ICICACS 2023

Proceedings - SPE Annual Technical Conference and Exhibition

Proceedings - 2020 2nd International Conference on Information
Technology and Computer Application, ITCA 2020

Journal of Technology Transfer

Status

unscreen

unscreen

unscreen

unscreen

unscreen

unscreen



HCAI-LRaa$S prototype

Practical Screening with Keyword Highlight

Introduction 1. Initiation 2. Import References IS. Pratical Screeningl 4. Full-text Screening 5. Data Extraction 6. Synthesis

+ Add Rule

AND v
AND v
AND v

Matched Documents: 2 (Hide)

ID Title

1 Predicting
cybersecurity Aziz B.; Jung

incidents
using
machine
learning

algorithms: A
case study of

LmTes

Source title

ICISSP 2019 -
Proceedings of
the 5th
International
Conference on
Information
Systems
Security and

<

Index Keywords

Data mining;
Information
retrieval;
Information

Abstract, Title, Keywords v includes all v | cybersecurity X Select... X |

Year v >= v 2019

Abstract, Title, Keywords v includes all v | SME X Select... X v |
Author

Abstract Keywords

The increasing amount and complexity of cyber security attacks in recent years have made text Cybersecurity;

analysis and data-mining based techniques an important factor in detecting security threats. Machine

However, despite the popularity of text and other data mining techniques, the cyber security Learning;

community has remained somehow reluctant in adopting an open approach to security-related Malicious

data. In this paper, we analyze a dataset that has been collected from five Small and Medium Code;

companies in South Korea, this dataset represents cyber security incidents and response actions.
We investigate how the data representing different incidents collected from multiple companies
can help improve the classification accuracy and help the classifiers in distinguishing between

Malware; Text
Mining

systems;
Information use;
Learning
systems;

Screened
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TR

Introduction

Data extraction

1. Initiation 2. Import References 3. Pratical Screening 4. Full-text Screening 5. Data Extraction 6. Synthesis

(5 cn BUSMESS and ECONDMICS

WEEAS TRANSACTION:
DOE 1037341207 2022.18.43

vl Bal, Krashik Vusasna, Mariss Bacs

Machine learning approach for intrusion detection systems as a cyber
security strategy for Small and Medium Enterprises

NEVILA BACL KRESHNIK VUKATANA, MARIUS BACI
Department of Statistics and Applied Informatics
University of Titana
Nién Tereza Square, 4
ALBANIA

Abstract: Srall ard meditm enterprises (SMEs) are businesses tat account for a large percentage of the ecan-
vy in many cousteses, but they lack cyber security. The preseat study examines different supervised machine
learning methads with a Focus on intnesson detection systems {IDSs) that will belp in improving SMEs' security
The algorithms that are tested through a real daaset, are Naive Bayes, Sequential minimal optimizstion (SMO),
€45 decision iree, and Random Farest. The expersments are run using the Waikuo Envirenment for Knowledge
Analyses [WEKA) 354 Lools and the metrics used Lo evaluate the results were: ceuracy, felse-pasitive rute
(FPR), and total time Lo train und build a clussification model. The results obtusned from the onigimal Gstusel with

130 Features show 2 high value of aceuracy, but the

e to build

s otably

igh i the cases of U45 (1 he. and 20 rmins) ard SMO algorithen (4 bes. and 20 mins). the Information Gain (1)
mmethod was used and the resull was impressive. The time needed to lsain the model was reduced in the arder of
a flew minustes and the accuracy was high (abave 95%). In the end, challenges that SMEs can have for choosing
an 1DS such as lack of scalability and sunomic self-sdaptation, can be slved by using a coreet methodclogy

with machine leaming technigues.

Key-ionds: Inteusion detection systens, Machioe learning, Small and mediem enterprises, Cybersecurity.

Received: August 9, 2021, Revisod: January 7, 2022. Acceptod: January 19, 2022 Published: fanuary 20, 2022

1 Intreduction

This puper presents an overview of mackine leaning
techaigues apphied n intrusion detectian systems with
u focus on Small and Medium Enterprises (SMEs).
Recenly, to

when irrelevant features present m the dataset, can
lead machine learming techaiques to different issues
suchas classification misleading, overfiting, peneral-
ity reduction, mode! run-time enhuncement, and pro-
cessing complexity. When it comes 1 SMEs, one of

imcrease not anly in SMEs bul in every business in the
markel. The growing number af attacks derives an in-
creasing cost of deating with them, that is why secu-
ity should be a prionity for the businesses. Most of
the Intrusion Detection Systerms (1D8s) in the market
are signature-bused and foe this reason, the process of
discovering new intrusions becomes a big challenge.
The selection of appropriate classification algorithens
fior D5 15 a challenging task and has becorne & prior
iy in the security fiell. A lot of techaiques of machine
Iearning have been proposed as 2 solution 1 improve
the sccuracy of signalure-based methads( 1. These
techniques have enormous potential and can be

ta build rabust mudels for the clussificatian of maki-
cious dctivities on the SME information systems. The
IS5 st be capable to identify the existing malwane
or discaver new ooes

Different factors should be considered when applying
these technicues such as the dataset stee and the pre-
sented features in the dataset, becuse they have a big
imipact on the system perfornsance|2). There are cases

SsN: 22242808

foce wilh the [DSs is the presence of
a false-pasitive rute (FPR) resulting in a high wark-
load for anslyzing the logs. SMEs having in place
D85 can reduce the streamline and improve system
accuracy. Applying mackine leaming technigues can
‘e u salution 1o the intrusion detection process. The
classification of the sttacks in different classes is the
most smportant task performed by an IDS and can
‘be performed using different machine learning tech-
naques. These lechnigues must be praperly tuned and
ot lindly applied to reduce complexity by not af-
flecting the performance of the systerm

Nowadays, SMEs are using different mears of com:
munication such 2 Cloud services, social media, mo-
‘ale devices, etc. This leads to mare breaches, ren-
dering the SME systems more vulnerable. SMES are
more exposed Lo cyber-criminals than other big eo-
terprises. The vulnerability of SMEs is shown by the
number of breaches on thei systems that for the year
2018 is increased by 424%(3]. Hackers are increas.
ingly targeting more small businesses rather than big

v t8, 2022

Answer questio
(like intrusion d
detection, malware classification etc) are Al and ML
applied in this paper?"

@ Aland ML are applied in the specific cybersecurity area
of intrusion detection in this paper [Page no. 2]. The
paper examines different supervised machine learning
methods, such as Naive Bayes, Sequential minimal
optimization (SMO), C4.5 decision tree, and Random
Forest, for improving intrusion detection systems' (IDSs)
security [Page no. 1]. The experiments use the Waikato
Environment for Knowledge Analyses (WEKA) tools and
evaluate the results based on accuracy, false-positive
rate (FPR), and total time to train and build a
classification model [Page no. 1]. The paper also
discusses the classification of attacks into different
classes and the impact of machine learning technigues
in intrusion detection systems [Page no. 1].

Type a message...

TG I

Title: Machine learning approach for intrusion detection systems
as a cyber security strategy for Small and Medium Enterprises

Authors: Baci N.; Vukatana K.; Baci M.

Year: 2022

Status: ESCENES] -

Other information (Abstract, Keyword, etc.): (Show)

Research Questions:

RQ1: What are the specific Al and ML algorithms and
techniques that have been applied in the context of
cybersecurity for SMEs?

to-ar

er

SRQ1: In what specific cybersecurity areas (like intrusion
detection, malware analysis, anomaly detection, malware
classification etc) are Al and ML applied in this paper?

Answer: In this paper, Al and ML techniques are applied
specifically in the area of intrusion detection systems (IDSs)
[Page no. 1]. The study focuses on different supervised
machine learning methods, such as MNaive Bayes, Sequential
minimal optimization (SMO), C4.5 decision tree, and
Random Forest, for improving the security of Small and
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HCAI-LRaa$S prototype

Writing support for synthesizing

Introduction 1. Initiation 2. Import References 3. Pratical Screening 4. Full-text Screening 5. Data Extractiorl 6. Synthesis :Igout

The research papers in the provided DataFrame focus on various Al and ML algorithms/models used for cybersecurity
in Small and Medium Enterprises (SMEs). By comparing and analyzing the information provided, we can draw insights
regarding the specific algorithms utilized in each paper.

Document Synthesis

Research Questions:

RQ1: What are the specific Al and ML algorithms and techniques that have
been applied in the context of cybersecurity for SMEs?

In the first paper titled "Machine learning approach for intrusion detection systems as a cyber security strategy for
Small and Medium Enterprises," Baci et al. mention the usage of Naive Bayes, Sequential minimal optimization (SMO),
C4.5 decision tree, and Random Forest algorithms for cybersecurity in SMEs. These algorithms were tested using the
Waikato Environment for Knowledge Analyses (WEKA) 3.8.4 tools.

. . ) . . . . Task ~
The second paper, "Applying BERT for Early-Stage Recognition of Persistence in Chat-Based Social Engineering -
Attacks," by Tsinganos et al., focuses on the utilization of the CSE ontology, deep learning techniques related to SRQ1: What specific Al or ML algorithms/models are used for cybersecurity in

semantic textual similarity, and the BERT-based language model for cybersecurity in SMEs. SMEs in this paper?

) . . T Task ~
The third paper, titled "Al-Assisted Controls Change Management for Cybersecurity in the Cloud," by Tupsamudre et as

al., does not explicitly mention the specific Al or ML algorithms/models used for cybersecurity in SMEs.
SRQ2: In what specific cybersecurity areas (like intrusion detection, malware

In the fourth paper, "On Strengthening SMEs and MEs Threat Intelligence and Awareness by Identifying Data analysis, anomaly detection, malware classification etc) are Al and ML applied in

Breaches, Stolen Credentials and lllegal Activities on the Dark Web," Pantelis et al. incorporate machine learning this paper?

algorithms such as clustering for cybersecurity in SMEs. Task ~
The fifth paper, "A Cost-Effective Security Framework to protect micro enterprises: PALANTIR e-commerce use SRQ3: What data sources are being used to train A/ML models for

case," by Mlakar et al, does not provide information about the specific Al or ML algorithms/models used for vhersactirity in SMFs in this nanar? (netwark traffic sustem lnas etel

LT/
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Conclusion T

@ Surprendre.

© Conclusion

> The HCAI-SLR framework

»one of the first to address the strategic integration of human and Al
capabilities to amplify and increase rather than displace human skills and
capabilities.

» provides an initial roadmap to integrate emerging AI capabilities with
human judgment in the literature review process.

> Contributions

> a structured method to couple Al augmentation of repetitive tasks with
human expertise for judgment.

» supports increased use of Al at all stages of the review

> involves triangulating the Al to validate the results by cross-checking using
various tools

> evaluate Al results and meet rigorous analytical standards to promote the
critical role of human researchers

» Develop an inter-organizational system/service to centralize . Sand
integrate all stages of the literature review




Conclusion T
@ Surprendre.
© Future work

> to refine techniques, assess the long-term impact on the quality
of the review

> Experience the framework in the training of graduate students
(proof of concept)

» Propose a conceptual model to assist and increase the processes of
the "Writing" stage, including the application of literature,
literature analysis, literature synthesis and literature evaluation.

> Apply the approach for other types of research / activities

» Develop more interpretable AI models and consider the ethical
implications of Al-powered tools

» Provide more interoperability in the general architecture
> Retrieval-Augmented Generation (RAG) and knowledge graph

o4



Annex 1: Paper
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@ Sur:pr'endre.

A Human-Centered Artificial Intelligence Framework for
Conducting a Systematic Literature Review

Thang Le Dinh!-*[0000-0002-5324-2746] Tran Duc Le![0000-0003-3735-0314]
Sylvestre Uwizeyemungu?2[0000-0002-1532-8848] and Claudia Pelletierl[0000-0002-5738-0873]
I Business School, Université du Québec a Trois-Riviérers, Canada

2 Accounting department. Université du Québec a Trois-Riviéres, Canada
*thang.ledinhfugtr.ca

Abstract. In the rapidly evolving field of artificial intelligence (AI), the integra-
tion of human-centric approaches in the development and application of Al tech-
nologies has become crucial. This paper introduces the Human-Centered Al for
Systematic Literature Reviews (HCAI-SLR) framework, which aims to optimize
the interaction between humans and AT for conducting systematic literature re-
views. By leveraging AT to augment human capabilities, the HCAI-SLR. frame-
work ensures that the review process i1s both efficient and comprehensive. With
appropriate oversight, Al can augment and extend human skills while ensuring
human control over outcomes that balance automation with expertise for rigorous
and productive literature reviews. An illustrative example 1s presented to demon-
strate the application of the framework in real-world situations.

Keywords: Human-Centered AT, Systematic Literature Review, Al Tools 55
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Annex 2: A guide

LI T

DEMQ of HCAI-SLR Framework: Conducting SLR with AT assistance savoir.
: Surprendre.

Thang Le Dinh"’, Tran Duc Le!, Sylvestre Uwizeyemungu® and Claudia Pelletier! -
! Marketing and Information Systems Department, Université du Québec a Trois-Riviérers, Canada

* Accounting department, Université du Québee a Trois-Rivicrers, Canada
*thang.ladinh@ugtr.ca

1. Research Flow:

g Research Databases @ Collaboration Platform @
. Claudel Scopus W covidence 5 sCISPAGE

==|=Alse prompgds o define 3 goals, §
resaarch quesbions, and 3 groups
keywords. related o AIML. SMEE,
and Cybersecurity

e = lmzoel (G5, RIS,  BIB likes
Found 144 recards = Invile collaborators
- Inchesion, excusion crileia
- Streaning with kaywords

=== === = o
g R R

Use prompt to expand B3 to

emaller sub-rasearch quastiore Collect information related to each

- RO1: 4 5Ub-RQ (RO1.1 - RQ14) sub-research question fram the [ = = = 4~ ?ﬂ:‘ﬁﬁﬂpm S —
RO2: 22b RO (ROZ.1- RO22) pa pars

- RO3: 4 sUb-RQ [RO3.1 - RG34}
RO4 Tsuh RO [ROA 1- ROLTH

- ROS: & eLb-RO [ROE 1 - ROS.6)

¥ SCISPACE A% Citationchaser

Research Quwlloﬂs@ ‘ Data Extraction @ List of Selected "al’"@

Taxt Fila with ] @
Extracted Data EURIEE
U prompl in ChalGoT
==p===== JLEXMes  pemmmmmmmmmm==ea ect the urstrected data inte a

ﬂ siemalic summsry for each suk
Q.

Lin 1 Pranace ~nf aandiatineg QT D waeith AT
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Annex 3: A tutorial (video Youtube)

@ Surprendre.
O ﬂ 2 @ https://ugtrsspt-my.sharepoint.com,/personal/tran_duc_le_ugtr_ca/_layouts/15/stream.aspx?id=%2Fpersonal%2Ftran_duc le_ugtr_ca%2FDocuments%2FUQTR%2F2023%2FProject_18 - Al support%2FDEMO%2FHCAI-SLR%2FHCAI-SLR%2FHCAI-SLR.mp4&iga=18&referrer=StreamWebApp.Web&refarrerS

i Stream  HCAISLR v

+ Enregistrer ™ ¢ Favoris + Ajouter 3 la playlist (O Copier dans »

Jeudi 7 décembre 2023

(O 12ha13n30

EN COMODAL* Séminaire Joseph-Chicha
*Salle 0405

Pavillon Desjardins-Hydro-Québec

Conierenciers Un cadre axé sur Uintelligence artificielle centrée sur

) _ ‘ ‘ lU'humain pour réaliser une revue de la littérature
Thang Le Dinh, Professeur, Département de marketing et systémes

d'information, UQTR
Tran DucLe, Chercheur postdoctoral, UQTR

http://bit.ly/HCAI _SLR (Youtube) 57
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Annex 4: Another paper

ncre.

Literature Review as a Service: A Human-Centered Artificial Intelligence
Approach
THANG LE DINH*

Marketing and information systems department, Université du Québec a Trois-Riviéerers, Canada

TRAN DUC LE

Marketing and information systems department, Université du Québec a Trois-Rivierers, Canada
SYLVESTRE UWIZEYEMUNGU

Accounting department, Université du Québec a Trois-Riviérers, Canada
CHAN NAM NGUYEN

Marketing and information systems department, Université du Québec a Trois-Rivierers, Canada

Abstract: Nowadays, the use of generative artificial intelligence (Al), such as chatGPT and other Al-powered tools, has a
significant impact on conducting research projects. Despite the advantages of this trend, it is believed that Al-powered tools
should be utilized to enhance the literature review process rather than completely automating it. For this reason, this paper
examines the emerging concept of "Literature Review as a Service" (LRaaS) based on the human-centered artificial
intelligence (HCAI) perspective. Drawing on the theoretical background and service science, the paper explores a new
approach to exploit the potential of Al-powered tools while putting people at the center of the research process. Through an
initial prototype, the paper illustrates how Al-powered tools assist the literature review process. The paper ends with
conclusions and recommendations for further research.
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Thank you for your attention!

Question / Collaboration:
thang.ledinh@ugtr.ca (research)
tran.duc.le@uatr.ca (application)
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